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Executive Summary

Actionable Insights:

● Among all models tested, the Sentence Transformer + Random Forest (original dataset) achieved the highest F1-score 
(48%) on the validation set.

● The final model's performance on the test set showed balanced precision (54.7%) and recall (50%), indicating moderate 
capability to capture both positive and negative classes.

● Using Mistral-7B Instruct LLM, the weekly news articles were successfully summarized into top 3 positive and negative 
events, helping to extract actionable financial signals.

Recommendations for next analysis scope:

● To further improve prediction performance, consider:
○ Applying techniques like SMOTE to handle class imbalance more effectively.
○ Exploring more advanced sentence embeddings (e.g., fine-tuned Sentence Transformers for financial news).
○ Experimenting with ensemble models combining different classifiers for improved robustness.

● In production settings, continue monitoring LLM outputs for summarization consistency and fine-tune prompts based on 
real-world feedback.
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Business Problem Overview and Solution Approach

Problem Definition:

● Financial markets are highly sensitive to news and events.
● Understanding which news events are most likely to impact stock prices is critical for investors and analysts.
● Manual analysis of large volumes of news articles is time-consuming and inconsistent.

Solution Approach:

● Phase 1: Predictive Modeling
○ Embedded financial news articles using Word2Vec, GloVe, and Sentence Transformers.
○ Built and compared multiple classification models to predict sentiment labels.
○ Selected the best-performing model based on F1-score.

● Phase 2: News Summarization
○ Applied a large language model (Mistral-7B Instruct) to summarize weekly news.
○ Extracted top 3 positive and top 3 negative events likely to influence stock movements.
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News: The articles report negative events related to 
the tech sector and Apple's revenue guidance cuts, 
indicating a pessimistic market sentiment.

Open, High, Low, Close:
Opening price: $41.74
Highest price: $42.24
Lowest price: $41.48
Closing price: $40.25

The first five rows of the dataset:

Date: All news articles in these rows 
are from January 2, 2019.

Data Overview

These values are consistent across all five entries, suggesting they 
refer to the same trading day.
Volume: About 130.67 million shares were traded.
Label: Sentiment is -1 for all rows, meaning all news articles are 
classified as negative.

Note:
These early entries show that negative news, especially 
regarding a major company like Apple, coincided with lower 
closing stock prices on that day.
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Data Overview
Total entries: 349 rows (observations/data points)
Number of columns: 8 columns 
(features/attributes/variables)

Column details:
Date: Object type
News: Object type (textual data containing news 
articles).
Open, High, Low, Close: All are of type float64, 
representing stock prices in dollars.
Volume: int64, representing the number of shares 
traded.
Label: int64, indicating sentiment (positive = 1, 
neutral = 0, negative = -1).

There are no missing values nor duplicates

Note:
The dataset is clean, with complete data for all 
features. Data types are appropriate for 
analysis after ensuring the 'Date' column is in 
datetime format
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Date: Data spans from January 2, 2019 to April 30, 2019. The median 
date is approximately February 5, 2019.
Open: Opening prices range from $37.57 to $66.82, with a mean of 
around $46.23.
High:  Highest prices during the day vary between $37.82 and $67.06.
Low: Lowest prices during the day range from $37.31 to $65.86.
Close: Closing prices range from $36.25 to $64.81, with an average of 
$44.93.
Volume:  Daily trading volume varies from about 45 million to 244 million 
shares. The average volume is around 129 million shares per day.
Label (Sentiment): Sentiment values are -1 (negative), 0 (neutral), or 1 
(positive):
- The mean sentiment is approximately -0.05, indicating a slight overall 
negative bias.
- The standard deviation of 0.715 suggests moderate variability in 
sentiments day-to-day.

Data Overview

Note:

Stock prices (Open, High, Low, Close) show moderate 
volatility, with standard deviations around 6 dollars.
Trading volume varies significantly across different 
days, indicating fluctuating investor activity.
Sentiment labels tend slightly toward negative overall 
during the observed period.
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EDA Results - Univariate analysis

Label Distribution (Sentiment Analysis):

A bar plot of the "Label" column shows the distribution of sentiment 
classes:
Around 50% of the news articles are neutral (Label = 0).
About 28% are negative (Label = -1).
Approximately 22% are positive (Label = 1).

The dataset is somewhat imbalanced, with neutral sentiment being the 
most common class.

Note:

Since there is some class imbalance (more neutral 
labels), already now considering how to handle 
this during modeling (e.g., using class weights or 
resampling techniques) is good approach.
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Density Plot Summary (Open, High, Low, Close):

A Kernel Density Estimation (KDE) plot was generated for the stock prices: 
Open, High, Low, and Close.

The curves show that:
Most stock prices are concentrated between approximately $38 and $50.
All four features (Open, High, Low, Close) have very similar distributions, 
which is expected since these prices are closely related within daily trading.
The High prices tend to be slightly higher than the Open and Close prices, as 
indicated by a slight shift to the right.
The Low prices are slightly lower than the Open and Close prices, which also 
makes sense.
There are minor bumps around $60–65, indicating a smaller set of higher 
stock price days during the period.

EDA Results - Univariate analysis

Note:

The similarity in distributions between Open, 
High, Low, and Close prices suggests stable 
daily trading patterns without extreme 
fluctuations most of the time.
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Histogram Summary (Volume):

A histogram of the Volume column shows the distribution of 
daily trading volumes.
Most trading days had a volume between approximately 90 
million and 140 million shares.
The distribution is right-skewed (positively skewed), meaning 
there are some days with very high trading volumes (above 
200 million shares), but these are relatively rare.
The most frequent trading volume range appears to be around 
100–120 million shares.

EDA Results - Univariate analysis

Note:

The trading volume for the stock was 
typically moderate, with occasional days of 
very high activity, likely triggered by major 
news or market events.
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News Content Length:

Total entries: 349 news articles.

Mean (average) number of words: About 49.31 words per news article.

Standard deviation: About 5.73, indicating that most articles have word 
counts fairly close to the mean.

Minimum number of words: 19 words (the shortest article).

Maximum number of words: 61 words (the longest article).

Percentiles:
25th percentile: 46 words ➔ 25% of articles have 46 words or fewer.
50th percentile (median): 50 words ➔ Half of the articles have 50 words 
or fewer.
75th percentile: 53 words ➔ 75% of articles have 53 words or fewer.

EDA Results - Univariate analysis

Note:

The news articles are relatively consistent in 
length, with most articles containing between 46 
and 53 words.
There are no extremely short or extremely long 
articles, which suggests that the data is clean and 
fairly standardized in terms of content size.



Proprietary content. © Great Learning. All Rights Reserved. Unauthorized use or distribution prohibited.

News length analysis:

The distribution of the number of words in the news articles is 
fairly concentrated.
Most articles have between 45 and 55 words, with the peak 
around 50 words.
The histogram reveals a slightly left-skewed distribution, 
indicating a few shorter articles (around 20–40 words), but 
the majority are clustered closer to the mean.

Only a very small number of articles have extremely short 
(under 40 words) or very long (above 60 words) lengths

EDA Results - Univariate analysis

Note:
The news content is relatively standardized in 
length, which simplifies model training.
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Strong positive correlations are observed between the stock price-related 
columns: Open, High, Low, and Close are perfectly correlated with each 
other (correlation ≈ 1.00). This makes sense because these prices move 
together throughout the trading day.

Volume:
Has weak negative correlations with the stock prices (Open, High, Low, 
Close), all around -0.05 to -0.10. This suggests that the amount of shares 
traded is slightly independent from daily price changes.

Label (Sentiment):
Shows very weak correlations with stock prices and volume (values close to 
0). Sentiment (Label) is therefore not strongly linearly correlated with 
immediate price or trading volume changes.

news_len (number of words in news articles):
Has a small positive correlation (around 0.09–0.10) with stock prices.
This indicates that slightly longer news articles might be associated with 
higher prices, but the effect is very minor.

EDA Results - Bivariate analysis - Correlation Matrix

Note:
Stock prices are tightly linked among themselves but are 
relatively independent from trading volume, sentiment 
labels, and news length.
Sentiment may still impact stock prices, but likely in a 
nonlinear or more complex way that simple correlation 
does not capture.
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Spread (IQR):
The interquartile ranges (the width 
of each box) are mostly similar 
across all sentiment classes.
This suggests that price variability 
is not heavily influenced by the 
sentiment labels.

Outliers:
A few outliers exist for each label, 
especially in High and Low prices.
These outliers are relatively evenly 
distributed and do not seem tied 
specifically to any sentiment class.

General observation:
The distributions of Open, High, Low, 
and Close prices are very similar across 
the three sentiment categories:
-1 (Negative)
0 (Neutral)
1 (Positive)

Medians:
The median stock prices (central lines in 
each box) are slightly higher for positive 
sentiment (Label = 1) compared to 
negative sentiment (Label = -1), but the 
difference is small.

EDA Results - Bivariate analysis

Note:

While positive sentiment days might slightly 
correspond to higher stock prices, the overall 
distributions are largely similar across all 
sentiment types. This indicates that stock 
prices are relatively stable regardless of 
minor daily sentiment fluctuations.

Boxplot Summary: Stock Prices vs. Sentiment Labels



Proprietary content. © Great Learning. All Rights Reserved. Unauthorized use or distribution prohibited.

Boxplot Summary: Volume vs. Sentiment Labels:

Volume distribution across negative (-1), neutral (0), and positive (1) 
sentiment labels is fairly similar overall.

Medians (the center line in each box) are close across the three 
sentiment categories, around 110 to 125 million shares.

Spread (Interquartile Range, IQR) is slightly wider for neutral sentiment 
(0) compared to negative (-1) and positive (1).

Outliers (the small circles) are present in all three categories:
Especially for neutral and positive sentiments, indicating some very high 
volume days regardless of sentiment.

EDA Results - Bivariate analysis

Note:

The trading volume does not vary significantly based 
on sentiment.
Even though neutral news might have slightly higher 
variability in volume, overall, market activity 
(volume) remains relatively stable regardless of 
whether news is negative, neutral, or positive.
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Summary of the Grouped Daily Stock Data:

The columns show the average values per day:
Open: Average opening price for that day.
High: Average of the highest prices recorded that day.
Low: Average of the lowest prices recorded that day.
Close: Average closing price that day.
Volume: Average number of shares traded that day.

Setting Date as index:
Setting Date as the index, which will make time series 
analysis easier (like plotting trends over time).

EDA Results - Bivariate analysis

Note:
The dataset has now been resampled to a daily level, aggregating multiple 
news articles into a single, clean daily view of stock prices and volume.
This prepares your data for weekly summaries, trend plots, and for 
integrating weekly sentiment analysis later!
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Line Plot Summary: Daily Stock Prices (Open, High, 
Low, Close)

The line plot shows the daily trends of Open, High, Low, 
and Close stock prices over time.
All four price variables move very closely together, 
reflecting typical daily market behavior (opening, 
highest, lowest, and closing prices being related).
Repeated spikes are visible, approximately every few 
weeks, where prices increase sharply and then drop — 
indicating periodic volatility or market events affecting 
the stock.
High prices (dashed orange line) are consistently 
slightly above Open and Close prices, while Low prices 
(dotted green line) are slightly below, which is expected 
in daily trading.
After each spike, prices return to a more stable and 
lower range before rising again.

EDA Results - Bivariate analysis

Note:
The stock exhibits regular volatility patterns with significant 
short-term rises and falls, but overall, the Open, High, Low, and 
Close prices are tightly correlated and behave predictably relative to 
each other.
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Line Plot Summary: Close Price vs Volume Over Time
The plot shows two lines over the same time period:

Blue line: Close price of the stock over time (left y-axis).
Gray line: Trading volume of the stock over time (right y-axis).

Close price behavior:
The blue line shows several sharp spikes where the stock's closing price dramatically increases and then quickly drops back down.
These spikes are spaced fairly regularly, suggesting periodic events affecting stock value.

EDA Results - Bivariate analysis

Note:
Stock price spikes are often accompanied by increased 
trading activity, although not every volume peak results 
in a significant change in closing price.
This indicates that while volume can be a signal of 
market interest, it doesn't always directly cause major 
price changes.

Volume behavior:
The gray line for trading volume is more volatile with frequent ups and downs.
Some volume spikes coincide with the sharp increases in Close price, suggesting 
that higher trading activity often happens during major price movements.

Overall relationship:
There seems to be a weak positive relationship: when trading volume increases, 
closing prices sometimes spike as well, although it is not perfectly consistent.
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EDA Results - Feature Engineering

● A new feature called news_len was created by counting the 
number of words in each news article.

● This helped in understanding the text structure and ensuring 
that news content length was fairly consistent.

● news_len was later used as an additional feature during 
model training, increasing the total number of features from 8 
to 10.

● After dropping the target column (Label) from feature sets 
(done later during data preprocessing), the final number of 
features used for modeling was 9.
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Splitting by Date:
The dataset was split chronologically based on the 'Date' column:

○ Training set: Data before 1st April 2019
○ Validation set: 1st April 2019 to 15th April 2019
○ Test set: 16th April 2019 and onwards

Target and Feature Separation:
The 'Label' column (indicating sentiment) was extracted separately into y_train, y_val, and 
y_test as the target variable.

● Feature Cleanup:
After separating the target, the 'Label' column was removed from the feature 
datasets (X_train, X_val, X_test) to avoid data leakage during model training.

Data Preprocessing

Why this matters:
Chronologically splitting and properly 
separating features and targets 
ensures realistic model evaluation and 
prevents information leakage that 
could falsely inflate model 
performance.
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Data Preprocessing
Dataset Summary (After Label Separation and feature engineering - done earlier):

Features: 9 columns 
X_train: 286 samples → y_train: 286 labels
X_val: 21 samples → y_val: 21 labels
X_test: 42 samples → y_test: 42 labels
Split Proportions:

~82% training, ~6% validation, ~12% testing
➔ Well-balanced for model development.
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Sentiment Analysis - Model Evaluation Criterion

Chosen Criterion:
F1-Score as the primary evaluation metric.

Reason for Choice:

● The dataset was a little imbalanced across the three sentiment classes (-1, 0, 1).
● Accuracy alone could be misleading since predicting the majority class could still 

result in high accuracy.
● F1-Score balances precision and recall, making it better suited for understanding 

the model's true performance across all classes.

Why F1?
A model with a higher F1-Score indicates a better balance between catching 
positive/negative events correctly (recall) and ensuring that predicted events are 
actually correct (precision).
In this case, the Sentence Transformer model on the original dataset achieved the 
highest F1-Score (~0.48), thus selected as the final model.
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Sentiment Analysis - Model Building

Overview of the models

Three different base models based on different text 
embeddings were built:

● Word2Vec (vec_size 300, custom trained on our 
dataset)

● GloVe (100 features, pretrained on external 
corpus)

● Sentence Transformer (384 features, pretrained, 
sentence-level encoding)

Each embedding set was used to train a Random Forest 
Classifier with default parameters.

Both balanced and original versions of the datasets 
were used during training for comparative evaluation.

Word2Vec

GloVe

Sentence Transformer
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In this step, multiple base classification models was trained using 
Word2Vec vectorized news data to predict stock movement 
labels.

Specifically, three traditional machine learning models were 
applied:
Gradient Boosting - Random Forest - Decision Tree

This was done to investigate the impact of class imbalance on 
model performance, I trained each model using the original data, 
and for Random Forest and Decision Tree, I also trained additional 
versions with class_weight='balanced'. This allows the model to 
assign more weight to underrepresented classes, which is 
important given the imbalance in label distribution (especially 
fewer positive and negative cases compared to neutral).

Sentiment Analysis - Model Building - Base Model 
Word2Vec

Note: 
This setup establishes a fair comparison between standard 
vs. class-balanced training for each model, helping evaluate 
whether addressing imbalance improves predictive 
performance.
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Sentiment Analysis - Model Building - Base Model 
Word2Vec

Note: 

The unbalanced Decision Tree performed the best on the 
validation data with the highest F1 score (0.50), 
suggesting better generalization compared to the other 
models.

Training Data:
All models (Gradient Boosting, Random Forest, Decision Tree – 
both balanced and unbalanced) achieved 100% on Accuracy, 
Recall, Precision, and F1 on the training data.
➔ Indicates overfitting – the models fit the training data perfectly.

Validation Data:
Results on the validation data show differences:

● Gradient Boosting: F1 = 0.39
● Random Forest (unbalanced): F1 = 0.30
● Random Forest (balanced): F1 = 0.35
● Decision Tree (unbalanced): F1 = 0.50
● Decision Tree (balanced): F1 = 0.48
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Confusion Matrix for Base Model: Word2Vec + Decision 
Tree (unbalanced/original dataset) - best performance, see 
slide before.

Overall: The model is partially able to distinguish between the 
classes 0, 1, and -1 — but several misclassifications still occur.

What we observe:For class 1 (positive events), the model 
correctly predicts 6 out of 12 examples — the best performance 
among the classes.

Classes 0 (neutral) and -1 (negative) are more challenging, with 
frequent misclassifications, especially between 0 and -1.

There is a reasonable spread across the predicted classes, 
which is a positive sign — the model is not stuck predicting only 
one class.

Sentiment Analysis - Model Building - Base Model 
Word2Vec

Note: The model is learning signals from the data, but the signals 
are weak, leading to confusion between classes.

This is consistent with the validation F1-score (F1 = 0.50 for the 
unbalanced Decision Tree) — decent, but leaves room for 
improvement.

The confusion matrix indicates better-than-random performance, 
but also highlights that stronger embeddings or more powerful 
models could significantly improve classification
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Class Balance Check:

● Inspected the distribution of labels (-1, 0, 1) across 
training, validation, and test datasets.

● Verified that there was no extreme class imbalance that 
could distort model performance.

Embeddings Quality Check (Word2Vec):

● Calculated mean and standard deviation of the 
Word2Vec features.

● Observed a very low standard deviation (~0.000286), 
indicating very flat embeddings with little variance 
across documents.

Since each model showed identical Accuracy and Recall scores within itself (although the scores differed between 
models), I decided to perform a Validation and Sanity Check to ensure there were no underlying issues.

Sentiment Analysis - Model Building - Base Model 
Word2Vec - Validation and Sanity Check 
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Text Content Review:

● Manually checked original news texts.
● Confirmed that the texts were long, 

informative, and contextually rich, with no 
[UNK] tokens or noise after tokenization.

Token Count Validation:

● Computed the average number of tokens per 
news article.

● Result: ~48 tokens per article, which is an 
ideal length for meaningful embedding 
generation.

Sentiment Analysis - Model Building - Base Model 
Word2Vec - Validation and Sanity Check 
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 Prediction Distribution Analysis:

● Checked the prediction outputs of a trained Random 
Forest model.

● Verified that the model did not always predict the same 
class, meaning it attempted to differentiate between 
classes even if performance was moderate.

t-SNE Visualization of Embeddings:

● Reduced dimensionality of Word2Vec embeddings to 2D 
using t-SNE.

● Observed heavy overlap between classes, suggesting that 
embeddings were not well-separated and making 
classification more difficult.

Sentiment Analysis - Model Building - Base Model 
Word2Vec - Validation and Sanity Check 
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Sentiment Analysis - Model Building - Base Model 
Word2Vec - Validation and Sanity Check 

Final Sanity Checks:

● Ensured there were no NaN values in features or labels.
● Confirmed presence of all three classes (-1, 0, 1) in the 

training set.
● Ran summary statistics to verify no abnormal feature 

behavior after embedding.
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Sentiment Analysis - Model Building - Base Model 
Word2Vec - Validation and Sanity Check 

Since I have verified that:

● The embeddings are acceptable
● The target variable distribution is reasonable
● The evaluation function works correctly

➔ Everything points to the models not having 
learned enough yet.

Possible reasons:

● Too few training examples (286 samples are 
relatively small compared to 300-dimensional 
embeddings).

● The data is not highly separable (as seen in the 
t-SNE plot — classes are mixed and not 
well-clustered).

● Simple model architectures (e.g., Decision Trees 
without deep tuning).

So Where Is the Problem? 

Note:
All F1 scores differ somewhat — meaning that the 
models are learning something, even if the overall 
performance is moderate.
Therefore, it’s not a critical failure — but model 
performance is limited by data size, data 
separability, and model complexity.
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In this step, I evaluated the performance of three different classifiers 
using GloVe word embeddings:

1. Original Models (no class weights)
Gradient Boosting, Random Forest, and Decision Tree classifiers 
were trained on the vectorized GloVe training data (X_train_gl, 
y_train) without any class balancing.
These models served as a baseline to understand how well the 
models perform without handling class imbalance.

2. Balanced Models (with class weights)
Since Random Forest and Decision Tree support the 
class_weight='balanced' parameter, I retrained these models with 
this setting.
The goal was to address the class imbalance in the target variable by 
adjusting the model to pay proportionally more attention to 
underrepresented classes.

Sentiment Analysis - Model Building - 
Base Model GloVe

Note: 
Gradient Boosting does not natively support class_weight, so 
no balanced version was created for it in this phase.
By training both original and balanced versions of these 
models, I prepared a robust comparison framework to 
analyze the effect of class imbalance on model performance.
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Sentiment Analysis - Model Building - 
Base Model GloVe

Note: Random Forest with class weights (balanced) gave the best validation 
results in terms of F1 score. Gradient Boosting struggled the most to 
generalize. Balancing helped Random Forest but did not help Decision Tree in 
this case. The gap between training and validation metrics confirms overfitting 
and suggests the need for regularization or more data.

Training Performance (Overfitting Indicated)

All models, including those with and without 
class_weight='balanced', achieved perfect 
scores on the training set:

Accuracy, Recall, Precision, and F1 Score were 
all 1.0 This suggests the models learned the 
training data completely — which may indicate 
overfitting. 

Validation Performance (Generalization Check)

Performance on the validation set revealed 
more realistic results, where Random Forest 
with class_weight balanced performed the best 
with a F1-score of 48%.
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Class 0 performs best:
9 out of 12 examples were correctly classified → ~75% accuracy 
for class 0.

Class -1 is often missed:
All real -1 examples are predicted as class 0 ➔ the model 
struggles to distinguish -1 from 0.

Class 1 is difficult:
Only 1 out of 5 examples were classified correctly → the model 
tends to confuse class 1 with class 0.

Visible Problems:

Bias toward class 0: The model often predicts class 0.

Difficulty separating -1 and 0, as well as 1 and 0: Likely due to 
overlapping feature embeddings (as we saw in the t-SNE 
visualization).

Sentiment Analysis - Model Building - 
Base Model GloVe

Note: 

Training challenge despite class balancing: Even 
with class_weight='balanced', it can be difficult if 
the embeddings for different classes are too similar.
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The reason for performing this sanity check on 
GloVe embeddings is the same as for Word2Vec: 
to ensure that the features are properly distributed 
and free from issues before training, given earlier 
concerns about suspicious model performance 
patterns.

Objective:
Ensure that the GloVe-generated embeddings 
(X_train_gl) are healthy and suitable for model 
training.

Sentiment Analysis - Model Building - 
Base Model GloVe - Sanity check
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Sentiment Analysis - Model Building - 
Base Model GloVe - Sanity check

Conclusion: GloVe embeddings are clean, well-distributed, 
and ready for model training. No additional data cleaning 
needed.

 

Steps Taken:

● Checked Shape:
○ 286 samples × 100 features → Correct as expected 

after embedding.
● Checked for Missing Values (NaN):

○ No missing values in X_train_gl or y_train.
● Checked Class Distribution:

○ y_train contains all three classes: -1, 0, 1.

Distribution Analysis:

● Mean Values:
○ Small (around ±0.01) → Normal for pre-trained 

embeddings.
● Standard Deviation:

○ Good spread (~0.07–0.1), indicating non-flat 
embeddings.

● Min/Max Values:
○ Within expected range, no extreme outliers.

The GloVe embeddings passed all quality checks: no 
missing values, normal distribution, and reasonable 
spread of features.
However, despite good embedding quality, the model 
struggled to distinguish between classes (-1, 0, 1).
This suggests that the issue may lie in class overlap in 
feature space, as seen in t-SNE visualization — 
especially between neutral (0) and the other classes.
Thus, the embeddings are clean, but they may not 
carry enough separability for perfect classification.

So Where Is the Problem? 
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In this step, I trained classification models using sentence 
embeddings generated from a pre-trained Sentence Transformer 
(all-MiniLM-L6-v2). The goal was to evaluate how well different 
classifiers perform on this semantic representation of news text 
data.

I explored the following models:

Gradient Boosting Random Forest Decision Tree 

For each model, I trained:

Original version – using the default setup without any class 
weighting. 

Balanced version – with class_weight='balanced' applied to handle 
class imbalance in the dataset. 

By comparing both versions, I aimed to assess whether balancing 
class weights could improve model performance, particularly 
recall and F1-score for underrepresented sentiment classes.

Sentiment Analysis - Model Building - 
Base Model - Sentence Transformer

Note: 
Gradient Boosting does not natively support class_weight, so 
no balanced version was created for it in this phase.
By training both original and balanced versions of these 
models, I prepared a robust comparison framework to 
analyze the effect of class imbalance on model performance.



Proprietary content. © Great Learning. All Rights Reserved. Unauthorized use or distribution prohibited.

In this step I  trained and evaluated three classifiers 
just like the earlier models:

Gradient Boosting, Random Forest, and Decision 
Tree — both with and without class balancing 
using class_weight='balanced'.

Training Performance: All models, regardless of 
classifier or balancing strategy, achieved perfect 
scores on the training set. This indicates overfitting.

Validation Performance: Random Forest (no class 
weights) outperformed other models in all metrics 
on the validation set. 

Sentiment Analysis - Model Building - 
Base Model - Sentence Transformer

Note: Applying class_weight='balanced' did not significantly improve the 
results for this embedding method — in fact, it sometimes slightly reduced 
accuracy and recall. The gap between training and validation scores reaffirms 
the presence of overfitting in all models.
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The model is good at recognizing Class 0 (neutral 
sentiment) → 12 out of 12 samples correctly classified!
However, the model struggles to distinguish Class -1 
and Class 1 from Class 0:

● Negative samples (-1) are often confused with 
neutral (0).

● Positive samples (1) are also confused with 
neutral (0).

The model shows a bias toward predicting neutral 
sentiment, even when the true sentiment is positive or 
negative.

Sentiment Analysis - Model Building - 
Base Model - Sentence Transformer

Note: 
The Sentence Transformer embeddings are not bad – they successfully 
capture useful signals for the neutral class.
However, the small number of samples and imbalanced classes might 
cause the model to "play it safe" and avoid predicting -1 or 1.
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Following the same approach as for Word2Vec 
and GloVe, a sanity check was performed to 
ensure the quality and structure of the Sentence 
Transformer embeddings before model training. 
This was important because earlier model metrics 
showed unusual patterns (e.g., identical accuracy 
and recall within models).

Sentiment Analysis - Model Building - 
Base Model Sentence Transformer - Sanity check



Proprietary content. © Great Learning. All Rights Reserved. Unauthorized use or distribution prohibited.

Sentiment Analysis - Model Building - 
Base Model Sentence Transformer - Sanity check

Conclusion: The Sentence Transformer 
embeddings are in excellent condition for machine 
learning model development. No additional data 
cleaning or preprocessing was necessary before 
proceeding to model training.

 

Checks Performed:

● Shape and Sample Rows:
Verified that each sample (news article) was correctly 
transformed into a 384-dimensional feature vector. No structural 
issues were detected.

● Missing Values:
Confirmed that there are no missing (NaN) values in either the 
feature set (X_train_st) or the target labels (y_train).

● Unique Classes:
Ensured that all three target classes (-1, 0, 1) are present in the 
training labels, maintaining class diversity.

● Summary Statistics:
○ Means were small (close to 0) – expected for pre-trained 

embeddings.
○ Standard deviations were reasonable (~0.1–0.2 range), 

indicating good spread.
○ Minimum and maximum values appeared normal without 

extreme outliers.

The Sentence Transformer embeddings also passed all 
sanity checks: no missing values, balanced classes, 
good feature distribution, and no extreme values.
Yet, initial model performances indicated that while 
better than GloVe, the embeddings still have some 
class overlap, making the task challenging.
Thus, the problem is not with the data quality, but with 
the inherent complexity of the text data and possible 
overlap in the semantic space captured by the 
embeddings.

So Where Is the Problem? 
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Sentiment Analysis - Model Improvement

Word2Vec Fine-tuning - Random Forest

Hyperparameter Tuning:

● Model: Random Forest Classifier
● Hyperparameter Grid:

○ max_depth: [3, 4, 5, 6]
○ min_samples_split: [5, 7, 9, 11]
○ max_features: ['log2', 'sqrt', 0.2, 0.4]
○ class_weight: 'balanced'

Tuning Approach:

● Used GridSearchCV with 5-fold 
cross-validation

● Optimized for F1 score (f1_weighted)

Training performance improved compared to base models, suggesting the model fits 
the training data better.

Validation performance is still low, indicating overfitting remains a challenge.

Class imbalance was handled (class_weight='balanced'), which helped avoid the 
model predicting only the majority class.

Model shows high confusion between classes on unseen data — especially between 
neutral (0) and positive (1) sentiments
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Observations: 

The model struggles to correctly predict the neutral sentiment class, with 
many neutral samples being misclassified. There is significant confusion 
between positive and negative classes, making it difficult for the model to 
draw clear boundaries. Overall, the model shows a bias toward predicting 
positive sentiment (class 1).

Word2Vec Fine-tuning - Random forest

Key Insights:

● Neutral class (0):
Poor performance — no examples were correctly classified as neutral.
Most neutral samples were misclassified as positive (class 1) or negative 
(class -1).

● Positive class (1):
Somewhat balanced — 4 samples correctly classified, but also 4 
misclassified (2 as negative, 2 as neutral).

● Negative class (-1):
Moderate performance — 2 correctly classified, but 3 misclassified as 
positive (class 1).

Sentiment Analysis - Model Improvement

Conclusion:Although fine-tuning improved model structure, 
the model still struggles with clear class separation on 
unseen data.
Additional strategies such as increasing training data, using 
more powerful embeddings, or exploring ensemble models 
might be necessary to improve generalization and reduce 
misclassification.
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Sentiment Analysis - Model Improvement
Fine-tuned - GloVe + Random 
Forest

✅ Hyperparameter tuning was 
performed on a Random Forest classifier 
using GloVe embeddings.
The hyperparameter grid included:

● max_depth (range 3–6)
● min_samples_split (range 5–12)
● max_features ('log2', 'sqrt', 0.2, 

0.4)

Best Parameters Found:

● class_weight='balanced'
● max_depth=6
● min_samples_split=5
● max_features=0.4

Training Set: The model achieved perfect classification on the training data (Accuracy, Recall, 
Precision, F1 = 1.0), indicating a strong fit — possibly too strong, suggesting overfitting.

Validation Set: Despite slight overfitting signs, the validation F1 score improved significantly to 
0.51 compared to the base model.
➔ This shows better generalization than before.

Impact of tuning: The use of class_weight='balanced' and careful tuning of depth and splitting 
helped the model handle class imbalance and separate classes more accurately, especially for 
minority classes (-1 and 1).
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Sentiment Analysis - Model Improvement

Fine-tuned - GloVe + Random Forest

Key Insights:

● Neutral class (0):
Poor performance — no examples were correctly classified as neutral.
Most neutral samples were misclassified as positive (class 1) or negative (class -1).

● Positive class (1):
Moderate performance — 7 samples correctly classified, but 5 misclassified (2 as 
neutral, 3 as negative).

● Negative class (-1):
Mixed results — 1 sample correctly classified, but 4 misclassified (3 as positive, 1 as 
neutral).

Observations:
The model struggles to accurately classify neutral samples, with no 
neutral samples correctly identified. There is notable confusion 
between positive and negative classes. Overall, the model tends to 
overpredict positive sentiment (class 1), similar to previous patterns 
observed.

Conclusion:
Although fine-tuning improved model structure slightly, the 
model still faces challenges in achieving clear class separation on 
unseen data.
Additional improvements such as increasing the dataset size, 
using stronger or more specialized embeddings, or employing 
ensemble learning techniques might be necessary to improve 
generalization and reduce misclassification rates.
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Sentiment Analysis - Model Improvement
Sentence Transformer Fine-tuning - Random 
Forest

Hyperparameter Tuning:

● Model: Random Forest Classifier
● Hyperparameter grid:

○ max_depth: [3, 4, 5, 6]
○ min_samples_split: [5, 7, 9, 11]
○ max_features: ['log2', 'sqrt', 0.2, 0.4]

A GridSearchCV was performed to find the best 
hyperparameters based on F1-score (weighted).
The best configuration found was:

● max_depth = 6
● min_samples_split = 11
● max_features = 0.2
●

Key Insights:

Training set: Near-perfect performance across all metrics, suggesting that 
the model fits the training data extremely well. Very likely overfitting, as 
shown by perfect predictions on the training data.

Validation set: Performance drops significantly compared to training. 
Accuracy and recall are around 57%, but precision and F1 score are low. 
Indicates that the model struggles to generalize to unseen data and tends 
to produce many false positives.
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Sentence Transformer Fine-tuning - Random Forest

Confusion Matrix Insights:

● Neutral class (0):
No correct classifications; all neutral samples misclassified as positive 
(1).

● Positive class (1):
12 correct classifications, but some misclassifications occur from both 
neutral and negative classes into positive.

● Negative class (-1):
No correct classifications; all negative samples misclassified as positive 
(1).

Observations: The model struggles to distinguish between different sentiments 
and tends to overpredict positive sentiment (class 1).
The confusion between negative and positive classes is significant, indicating 
that the model has learned biases from the data.
Overall, while training performance is excellent, the model does not generalize 
well and exhibits classic overfitting behavior.

Sentiment Analysis - Model Improvement

Conclusion: Although fine-tuning improved training 
metrics, clear class separation on unseen data remains a 
challenge.
Additional strategies such as increasing training data, 
using more powerful or domain-specific embeddings, or 
applying ensemble models could help improve 
generalization and reduce misclassification.

●
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Sentiment Analysis – Model Performance Comparison

Training data:
All base models achieved perfect training scores (F1 = 0.958 - 1.00), indicating severe overfitting.

Validation data:
The validation scores are much lower, confirming that generalization to unseen data remains a major challenge.

Best performing model:
The Base Model (Sentence Transformer, original) achieved the highest F1 score (0.48) on validation data, and was therefore selected 
as the best model for this task.

Metric selection:
F1 score was prioritized as the main evaluation metric because the dataset is small, imbalanced, and both false positives and false 
negatives are costly. Accuracy alone would not capture the real model performance.
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Key Insights:

● Neutral Class (0):
Moderately well predicted (most correctly 
identified).

● Positive Class (1) and Negative Class (-1):
Heavily misclassified as class 0; no instances of 
true class 1 correctly predicted.
All true -1 instances predicted as 0.

● General Bias:
Strong bias toward predicting neutral 
sentiment (class 0).

Sentiment Analysis – Model Performance check on 
Test Data

Conclusion:

● The model struggles to distinguish between 
non-neutral sentiments (-1 and 1).

● Class imbalance and feature overlap likely 
contribute to the confusion.

● Although performance is modest, the model 
shows somewhat acceptable generalization 
without major overfitting.

● Further improvements could be achieved by 
collecting more balanced data or using more 
advanced techniques (e.g., ensemble 
models, data augmentation)
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Content Summarization – Data Preprocessing 
- Overview

Steps Taken:

● Loaded daily stock market news data.
● Grouped and aggregated the news articles by 

week.
● Fine-tuned the prompt for the LLM to analyze the 

weekly news articles.
● Generated a structured JSON output with two 

keys:
➔ "Positive Events" and "Negative Events".

● Parsed and organized the final results into a clean, 
tabular format for further analysis.

Tools & Models Used:

● pandas, tqdm, huggingface_hub, and llama_cpp.
● Small LLM model (Mistral) using llama-cpp-python 

for summarization.

Aggregate the records on a weekly basis - Aggregation Approach:

● The 'Date' column was converted to datetime format.
● News articles were grouped by week using 

pandas.Grouper(freq='W').
● All news items within a week were concatenated into a 

single text block, separated by " || ".

Result:

● 18 weekly groups were successfully created.
● Each week's news is stored along with its week-ending date.
● Example Preview:

The aim of this step is to summarize stock market news on a weekly basis, identifying top positive and negative events that could 
impact stock prices.
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Content Summarization – Data Preprocessing - 
Observations
On Aggregation:

○ Grouping weekly was crucial to simulate realistic financial event analysis 
cycles, as stock trends often react to weekly news summaries rather than 
daily articles.

○ Text length after aggregation: about 2000–3000 words per week, well 
within the LLM’s input handling capability after tuning.

On Summarization:

○ The LLM effectively identified major positive and negative market events.
○ JSON parsing function was necessary to handle occasional slight formatting 

deviations in LLM output.
○ Running inference on many weeks' worth of news took approximately 4 

minutes and 28 seconds.

Potential Improvements:

○ More powerful LLMs or slight additional prompt tuning could enhance clarity 
and reduce minor errors.

○ Fine-grained weekly summaries could be made even better by splitting 
extremely long weeks (>3000 tokens) if needed.
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Parameters of the Large Language Model:

● max_tokens = 300:
To control output size for each week's summary.

● temperature = 0.3:
To ensure outputs were less random and more focused.

● top_p = 0.9:
Allowing slightly diverse but controlled generations 
(nucleus sampling).

● top_k = 50:
Additional filtering on vocabulary selection for quality 
outputs.

● echo = False:
To prevent repetition of the input text in outputs.

Overview of the Large Language Model used:

● A small-scale LLM was used:
→ Mistral 7B (quantized and run locally using 
llama-cpp-python).

● Reason for choosing:
○ Lightweight enough to run efficiently on limited 

hardware.
○ Powerful enough to understand financial text and 

generate structured outputs (positive and 
negative events).

● Deployment:
○ Model downloaded via huggingface_hub.
○ Accessed using local inference through the 

llama_cpp API.

Content Summarization – Modeling Approach
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Content Summarization – Modeling Approach

Observations:

● The Mistral model handled financial summarization reasonably well, despite the relatively complex domain 
language.

● Parsing adjustments were necessary since the raw output was not always a perfect JSON.
● Model inference speed was acceptable (~4 min 30 sec) for the full dataset.
● Given the size of the news blocks (around 2000–3000 tokens per week), the small model performed surprisingly 

well without major memory issues.
● Future improvement:

A slightly larger or fine-tuned LLM could further enhance structure, especially in more detailed weekly outputs.
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Content Summarization – Sample Input

Sample Input:

● News Text Example:
"The tech sector experienced a significant decline following Apple's Q1 revenue warning. Notable suppliers 
including Skyworks, Broadcom, Lumentum, Qorvo, and TSMC saw their stocks drop. Apple lowered its revenue 
guidance to $84 billion, down from previous estimates. Oil prices also dropped amid concerns of a slowdown in 
China."

(Note: All the news from one week was aggregated and sent as a single long input.)
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Content Summarization – Sample Output
{

  "Positive Events": [

    "Roku Inc announced plans to offer premium video channels on its free streaming service, boosting investor confidence.",

    "FDIC Chair Jelena McWilliams expressed no concern over market volatility affecting the U.S. banking system.",

    "Chinese central bank announced a fifth reduction in the required reserve ratio (RRR) for banks, freeing up yuan for new lending."

  ],

  "Negative Events": [

    "Apple cut its quarterly revenue forecast due to weaker iPhone sales in China.",

    "Oil prices dropped amid concerns about China's economic slowdown.",

    "Apple's Q1 revenue came in below analysts' estimates, leading to significant declines in stock price."

  ]

}
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Content Summarization – Prompt

Prompt used for this task:

You are an expert financial news analyst specializing in stock market 
analysis.

Task: Analyze the provided weekly news articles and identify the 
three most impactful positive events and three most impactful 
negative events that could influence stock prices.

Instructions:
1. Carefully read through all the news articles provided.
2. Identify three positive events that are most likely to have a positive 
effect on stock prices.
3. Identify three negative events that are most likely to have a 
negative effect on stock prices.
4. Summarize each event concisely (one to two sentences per event).
5. Focus only on financial, economic, political, or major 
company-related events that could impact the market.

Output Format:
Return the output in JSON format with two keys: "Positive Events" 
and "Negative Events".
Each key should map to a list containing the summarized events.

Observations:

● The prompt successfully guided the model to 
structure outputs clearly into positive and negative 
categories.

● Outputs were mostly relevant and concise, but 
sometimes minor details required manual parsing 
(like small JSON formatting errors).

● Despite using a smaller LLM, the model managed to 
capture major financial trends reasonably well based 
on the week's input.
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Content Summarization – Raw Model Output

Observations:

● The model successfully parsed and structured the key events into two clear categories: Positive Events and 
Negative Events.

● There is minor variability in output length depending on the amount of news content per week.
● JSON extraction and parsing steps were crucial to properly format and split the model’s raw output.
● Some minor inconsistencies in formatting were observed occasionally, but overall the extraction was robust
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Content Summarization – Final Output

Steps to Parse the Model’s Output:

● Step 1: Extract the JSON object from the model's raw text 
output using the extract_json_data function.
(We searched for the curly braces {} inside the text and 
parsed the enclosed content as JSON.)

● Step 2: Parse the "Key Events" into a Python dictionary using 
json.loads().

● Step 3: Normalize the parsed JSON data to a structured 
format (separate "Positive Events" and "Negative Events" 
columns) using pd.json_normalize.

● Step 4: Merge the parsed results with the original dataset to 
create the final structured dataframe.

Observations 

The model output required cleaning because the raw 
response was a text block instead of a pure JSON object.

Parsing was successful after identifying and extracting 
the JSON part from the text.

The final output organizes positive and negative key 
events clearly for each week, which enables easier 
downstream analysis or visualization.
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APPENDIX
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Data Background and Contents

● The dataset contains stock market news articles collected over several weeks.

● Each record includes a publication date and a news headline or short article describing financial events.

● The objective is to use these news articles to predict sentiment about stock movements:
➔ Negative sentiment (-1), Neutral sentiment (0), or Positive sentiment (1).

● The dataset has already been labeled based on historical stock movements relative to the news.

● In addition, the news articles were aggregated weekly for summarization tasks to extract key events likely to 
affect stock prices.
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Happy Learning !
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